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Anderson

• “The ability to reduce everything to simple 
fundamental laws does not imply the ability to 
start from those laws and reconstruct the 
universe” 



Francois Jacob, 1977, Science

10 June 1977, Volume 196, Number 4295

Evolution and Tinker
Fran,ois

Some of the 16th-century books de-
voted to zoology and botany are illustrat-
ed by superb drawings of the various ani-
mals that populate the earth. Certain
contain detailed descriptions of such
creatures as dogs with fish heads, men
with chicken legs, or even women with-
out heads. The notion of monsters that
blend the characteristics of different spe-
cies is not itself surprising: everyone has
imagined or sketched such hybrids.
What is disconcerting today is that in the
16th century these creatures belonged,
not to the world of fantasies, but to the
real world. Many people had seen them
and described them in detail. The mon-
sters walked alongside the familiar ani-
mals of everyday life. They were within
the limits of the possible.
When looking at present-day science

fiction books, one is struck by the same
phenomenon: the abominable animals
that hunt the poor astronaut lost on a dis-
tant planet are products of recombina-
tions between the organisms living on the
earth. The creatures coming from outer
space to explore the earth are depicted in
the likeness of man. You can watch them
emerging from their unidentified flying
objects (UFO's); they are vertebrates,
mammals without any doubt, walking
erect. The only variations concern body
size and the number of eyes. Generally
these creatures have larger skulls than
humans, to suggest bigger brains, and
sometimes one or two radioantennae on
the head, to suggest very sophisticated
sense organs. The surprising point here
again is what is considered possible. It is
the idea, more than a hundred years after
Darwin, that, if life occurs anywhere, it
is bound to produce animals not too dif-
ferent from the terrestrial ones; and
above all to evolve something like man.
10 JUNE 1977
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terest. To produce a valuable observa-
tion, one has first to have an idea of what
to observe, a preconception of what is
possible. Scientific advances often come
from uncovering a hitherto unseen as-
pect of things as a result, not so much of
using some new instrument, but rather of

sing looking at objects from a different angle.
This look is necessarily guided by a cer-
tain idea of what the so-called reality

Jacob might be. It always involves a certain

conception about the unknown, that is,
about what lies beyond that which one
has logical or experimental reasons to

e monsters is that believe. In the words of Peter Medawar,
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The author is a professor of cell genetics at the
Institut Pasteur, 28 Rue du Dockteur Roux, 75015,
Paris, France. This article is the text of a lecture de-
livered at the University of California, Berkeley, in
March 1977.
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Must analyze complex objects at all levels



From Jacob 1977

What is matter made of? What is the es-
sence of life?" were replaced by such
limited questions as "How does a stone
fall? How does water flow in a tube?
How does blood circulate in vessels?"
This substitution had an amazing result.
While asking general questions led to
limited answers, asking limited questions
turned out to provide more and more
general answers.
At the same time, however, this scien-

tific method could hardly avoid a parcel-
ing out of the world view. Each branch
of science investigates a particular do-
main that is not necessarily connected
with the neighboring ones. Scientific
knowledge thus appears to consist of iso-
lated islands. In the history of sciences,
important advances often come from
bridging the gaps. They result from the
recognition that two hitherto separate
observations can be viewed from a new
angle and seen to represent nothing but
different facets of one phenomenon.
Thus, terrestrial and celestial mechanisms
became a single science with Newton's
laws. Thermodynamics and mechanics
were unified through statistical mechan-
ics, as were optics and electromagnetism
through Maxwell's theory of magnetic
field, or chemistry and atomic physics
through quantum mechanics. Similarly
different combinations of the same
atoms, obeying the same laws, were
shown by biochemists to compose both
the inanimate and the living worlds.

The Hierarchy of Objects

Despite such generalizations, how-
ever, large gaps remain, some of which
probably will not be bridged for a long
time, if ever. Today, there exists a series
of sciences that differ, not only by the
nature of the objects that are studied, but
also by the concepts and the language
that are used. These sciences can be ar-
ranged in a certain order-physics,
chemistry, biology, psychosociology-
an order that corresponds to the hier-
archy of complexity found in the objects
of these sciences. Following the line
from physics to sociology, one goes from
the simpler to the more complex objects
and also, for obvious reasons, from the
older to the younger science, from the
poorer to the richer empirical content, as
well as from the harder to the softer sys-
tem of hypotheses and experimentation.
In order to obtain a unified world view
through science, the question has repeat-
edly been raised as to the possibility of
making bridges between adjacent dis-
ciplines. Because of the hierarchy of ob-
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jects, the problem is always to explain
the more complex in terms and concepts
applying to the simpler. This is the old
problem of reduction, emergence, whole
and parts, and so forth. Is it possible to
reduce chemistry to physics, biology to
physics plus chemistry, and so forth?
Clearly an understanding of the simple is
necessary to understand the more com-
plex, but whether it is sufficient is ques-
tionable.

This type of question has resulted in
endless arguments. Obviously, the two
critical events of evolution-first the ap-
pearance of life and later that of thought
and language-led to phenomena that
previously did not exist on the earth. To
describe and to interpret these phenome-
na, new concepts, meaningless at the
previous level, are required. What can
the notions of sexuality, of predator, or
of pain represent in physics or chem-
istry? Or the ideas ofjustice, of increase
in value or of democratic power in biol-
ogy? At the limit, total reductionism re-
sults in absurdity. For the pretention that
every level can be completely reduced to
a simpler one would result, for example,
in explaining democracy in terms of the
structure and properties of elementary
particles; and this is clearly nonsense.

This problem can be considered in a
different way. One can look at the series
of objects, moving from the simpler to
the more complex. Molecules are made
of atoms. They therefore obey the laws
that determine the behavior of atoms.
But, in addition, two statements can be
made about molecules. First, they can
exhibit new properties, such as isomeri-
zation, racemization, and so forth. Sec-
ond, the subject matter of chemistry, the
molecules found in nature or produced in
the laboratory, represents only a small
fraction of all the possible interactions
between atoms. Chemistry constitutes,
therefore, a special case of physics. This
is even more so with biology that deals
with a complex hierarchy of objects
ranging from cells to populations and
ecosystems. The objects which exist at
each level constitute a limitation of the
total possibilities offered by the simpler
level. For instance, the set of molecules
found in living organisms represents a
very restricted range of chemical ob-
jects. At the next level, the number of
animal species amounts to several mil-
lions; however, this is small relative to
the number that could exist. All verte-
brates are composed of a very limited
number of cellular types, at most 200,
such as muscle cells, skin cells, and
nerve cells. The great diversity of verte-
brates results from differences in the ar-

rangement, in the number, and in the
proportion of these 200 types. Similarly,
the human societies with which ethnol-
ogy and sociology deal represent only a
restricted group of all possible inter-
actions between human beings.

Constraints and History

Nature functions by integration.
Whatever the level, the objects analyzed
by natural sciences are always organiza-
tions, or systems. Each system at a given
level uses as ingredients some systems of
the simpler level, but some only. The hi-
erarchy in the complexity of objects is
thus accompanied by a series of restric-
tions and limitations. At each level, new
properties may appear which impose
new constraints on the, system. But these
are merely additional constraints. Those
that operate at any given level are still
valid at all more complex levels. Every
proposition that is true for physics is also
true for chemistry, biology, or sociology.
Similarly every proposition that is val-
id for biology holds true in sociology.
But as a general rule, the statements of
greatest importance at one level are of no
interest at the more complex ones. The
law of perfect gases is no less true for
the objects of biology or sociology than
for those of physics. It is simply irrelevant
in the context ofthe problems with which
biologists, and even more so sociolo-
gists, are concerned.

This hierarchy of successive in-
tegrations, characterized by restrictions
and by the appearance of new properties
at each level, has several consequences.
The first is the necessity of analyzing
complex objects at all levels. If molecu-
lar biology, which presents a strong re-
ductionist attitude, yielded such a suc-
cessful analysis of heredity, it was main-
ly because, at every step, the analysis
was carried out simultaneously at the
level of the molecules and at the level of
the black box, the bacterial cell. This ap-
plies also to recent developments in im-
munology. And it seems likely that such
a convergence of analysis will play an
important role in the study of human
beings and their societies.
The second point concerns predict-

ability. Is it possible to make predictions
at one level on the basis of what is
known at a simpler one? Only to a very
limited extent. The properties of a sys-
tem can be explained by the properties of
its components. They cannot be deduced
from them. Starting from fundamental
laws of physics, there is no way of recon-
structing the universe. This means that a
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Sustainability of the biosphere is the 
ultimate global challenge for 

consilience research
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EOWilson had a mixed relationship 
with math

• Consilience
• Collaborated with Oster, 

Tarnita, Nowak, others
• But WSJ article
• And “logical positivism… 

is more commonly 
studied in philosophy, as 
dinosaur fossils are 
studied in paleontology 
laboratories, to 
understand the causes of 
extinction.”



But I will argue that math is the unifying 
discipline for consilience, because it helps us to 

grapple with
• Complex adaptive systems and emergence
• And to relate reductionistic and holistic 

perspectives in 
• Understanding
– Scaling
– Emergence
– Pattern formation
– Critical transitions
– Conflicts between interests of individuals and 

collective good



I want to explore the role of 
mathematical theory  in addressing 
the fundamental issue of our time, 



…achieving a sustainable future 
         for our children and grandchildren

Carole Levin
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Ecosystems and the Biosphere 
are Complex Adaptive Systems

Heterogeneous collections of individual 
units (agents) that interact locally, and 
evolve based on the outcomes of those 
interactions.

NOAA



So too are the socio-economic systems 
with which they are interlinked

13www.suite101.com



The fundamental macroscopic 
properties of the biosphere are 

emergent from lower-level 
interactions

• Species-abundance distributions
• Energy flow
• Nutrient cycling
• Ecosystem services



Just as emergence typifies problems in 
economics

https://businessandfinance.expertscolumn.com/



This implies a need to relate 
phenomena across scales, from

• cells to organisms to collectives to ecosystems to 
coupled social-ecological-technological systems

and to ask 
• How robust are the properties of systems?
• How does robustness of macroscopic properties 

relate to dynamics on finer scales?
• Are systems at critical points?
• How do we manage the Commons across scales and 

conflicts of interest?



From a mathematical viewpoint

• Emergence and pattern formation
• Robustness and critical transitions
• Cooperation and collective intelligence



From a mathematical viewpoint

• Emergence and pattern formation



Sustainability must focus on macroscopic features, 
while recognizing that control of those rests at lower 

levels of organization

www.pitt.edu/~jdnorton

https://i1.wp.com/www.nopackagedeals.com/
wp-content/uploads/2016/11/teapot.jpg?resize=300%2C199

https://i1.wp.com/www.nopackagedeals.com/


Forest growth models can scale from 
individual to ecosystem

( Pacala, Botkin, Shugart, others)

20

Deutschman, DH, SA Levin, 
C Devine and LA Buttel. 
1997.  Science 277:1688.

Drew W. Purves, Jeremy W. Lichstein, Stephen W. 
Pacala 2007 PLOSOne



Vegetation models have been successful in explaining 
global patterns, though not individual species  

abundances

http://www.fs.fed.us/pnw/mdr/mapss/
MAPSS



u and K from ECCO2 GCM Phyto  growth Remineralization & 
other sources

Growth Mortality Grazing Sinking

MJ Follows et al, Science 315, 1843 (2007)

Ocean dynamics: The MIT-DARWIN Model

C Wunsch & P Heimbach, Physica D 230,197 (2007)

N/P/Z= 
nutrients/phytoplankton/zooplankton



Diatoms

Prochlorococcus

Synechococcus

Large eukaryotes

Follows, Dutkiewicz, Chisholm,
 …

Ecotypes, not species, are predictable

Courtesy Follows and Dutkiewicz



Pattern formation has been one of the 
central themes of mathematical 

biology 



Alan Turing posited the 
existence of two interacting 
chemicals (morphogens) in a 

homogeneous space

Alan Turing (1912-1954)

http://www.schmoozd.com



But pattern can be fragile

• Emergence and pattern formation
• Robustness and critical transitions



Stock markets crash…and recover



Such transitions are widespread



Can we read the tea leaves?
Are there early-warning signals?

29
https://www.twinings.co.uk

Anticipating Critical Transitions
Marten Scheffer,1,2* Stephen R. Carpenter,3 Timothy M. Lenton,4 Jordi Bascompte,5
William Brock,6 Vasilis Dakos,1,5 Johan van de Koppel,7,8 Ingrid A. van de Leemput,1 Simon A. Levin,9
Egbert H. van Nes,1 Mercedes Pascual,10,11 John Vandermeer10

Tipping points in complex systems may imply risks of unwanted collapse, but also opportunities
for positive change. Our capacity to navigate such risks and opportunities can be boosted by
combining emerging insights from two unconnected fields of research. One line of work is
revealing fundamental architectural features that may cause ecological networks, financial
markets, and other complex systems to have tipping points. Another field of research is uncovering
generic empirical indicators of the proximity to such critical thresholds. Although sudden
shifts in complex systems will inevitably continue to surprise us, work at the crossroads of these
emerging fields offers new approaches for anticipating critical transitions.

About 12,000 years ago, the Earth sud-
denly shifted from a long, harsh glacial
episode into the benign and stable Hol-

ocene climate that allowed human civilization to
develop. On smaller and faster scales, ecosystems
occasionally flip to contrasting states. Unlike grad-
ual trends, such sharp shifts are largely unpre-
dictable (1–3). Nonetheless, science is now carving
into this realm of unpredictability in fundamental
ways. Although the complexity of systems such
as societies and ecological networks prohibits ac-
curate mechanistic modeling, certain features turn
out to be generic markers of the fragility that may
typically precede a large class of abrupt changes.
Two distinct approaches have led to these in-
sights. On the one hand, analyses across networks
and other systems with many components have
revealed that particular aspects of their structure
determine whether they are likely to have critical
thresholds where they may change abruptly; on
the other hand, recent findings suggest that cer-
tain generic indicators may be used to detect if a
system is close to such a “tipping point.”We high-
light key findings but also challenges in these

emerging research areas and discuss how excit-
ing opportunities arise from the combination of
these so far disconnected fields of work.

The Architecture of Fragility
Sharp regime shifts that punctuate the usual fluc-
tuations around trends in ecosystems or societies
may often be simply the result of an unpredict-
able external shock. However, another possibility
is that such a shift represents a so-called critical
transition (3, 4). The likelihood of such tran-
sitions may gradually increase as a system ap-
proaches a “tipping point” [i.e., a catastrophic
bifurcation (5)], where a minor trigger can invoke
a self-propagating shift to a contrasting state. One
of the big questions in complex systems science
is what causes some systems to have such tipping

points. The basic ingredient for a tipping point
is a positive feedback that, once a critical point
is passed, propels change toward an alternative
state (6). Although this principle is well under-
stood for simple isolated systems, it is more chal-
lenging to fathom how heterogeneous structurally
complex systems such as networks of species,
habitats, or societal structures might respond to
changing conditions and perturbations. A broad
range of studies suggests that two major features
are crucial for the overall response of such sys-
tems (7): (i) the heterogeneity of the components
and (ii) their connectivity (Fig. 1). How these
properties affect the stability depends on the na-
ture of the interactions in the network.

Domino effects. One broad class of networks
includes those where units (or “nodes”) can flip
between alternative stable states and where the
probability of being in one state is promoted by
having neighbors in that state. Onemay think, for
instance, of networks of populations (extinct or
not), or ecosystems (with alternative stable states),
or banks (solvent or not). In such networks, het-
erogeneity in the response of individual nodes
and a low level of connectivity may cause the net-
work as a whole to change gradually—rather than
abruptly—in response to environmental change.
This is because the relatively isolated and differ-
ent nodes will each shift at another level of an en-
vironmental driver (8). By contrast, homogeneity
(nodes beingmore similar) and a highly connected
network may provide resistance to change until a
threshold for a systemic critical transition is reached
where all nodes shift in synchrony (8, 9).

This situation implies a trade-off between lo-
cal and systemic resilience. Strong connectivity

REVIEW
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Fig. 1. The connectivity and homogeneity of the units affect the way in which distributed systems with
local alternative states respond to changing conditions. Networks in which the components differ (are
heterogeneous) and where incomplete connectivity causes modularity tend to have adaptive capacity in
that they adjust gradually to change. By contrast, in highly connected networks, local losses tend to be
“repaired” by subsidiary inputs from linked units until at a critical stress level the system collapses. The
particular structure of connections also has important consequences for the robustness of networks,
depending on the kind of interactions between the nodes of the network.
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Early warning signals: the charted and uncharted territories

Carl Boettiger · Noam Ross · Alan Hastings
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Abstract The realization that complex systems such as
ecological communities can collapse or shift regimes sud-
denly and without rapid external forcing poses a serious
challenge to our understanding and management of the nat-
ural world. The potential to identify early warning signals
that would allow researchers and managers to predict such
events before they happen has therefore been an invaluable
discovery that offers a way forward in spite of such seem-
ingly unpredictable behavior. Research into early warning
signals has demonstrated that it is possible to define and
detect such early warning signals in advance of a transition
in certain contexts. Here, we describe the pattern emerging
as research continues to explore just how far we can gener-
alize these results. A core of examples emerges that shares
three properties: the phenomenon of rapid regime shifts, a
pattern of “critical slowing down” that can be used to detect
the approaching shift, and a mechanism of bifurcation driv-
ing the sudden change. As research has expanded beyond
these core examples, it is becoming clear that not all sys-
tems that show regime shifts exhibit critical slowing down,
or vice versa. Even when systems exhibit critical slowing

Carl Boettiger and Noam Ross contributed equally.

C. Boettiger (!)
Center for Stock Assessment Research, Department of Applied
Math and Statistics, University of California, Mail Stop SOE-2,
Santa Cruz, CA 95064, USA
e-mail: cboettig@gmail.com

N. Ross · A. Hastings
Department of Environmental Science and Policy,
University of California Davis, 1 Shields Avenue,
Davis, CA 95616, USA

down, statistical detection is a challenge. We review the
literature that explores these edge cases and highlight the
need for (a) new early warning behaviors that can be used
in cases where rapid shifts do not exhibit critical slowing
down; (b) the development of methods to identify which
behavior might be an appropriate signal when encountering
a novel system, bearing in mind that a positive indication for
some systems is a negative indication in others; and (c) sta-
tistical methods that can distinguish between signatures of
early warning behaviors and noise.

Keywords Early warning signals · Regime shifts ·
Bifurcation · Critical slowing down

Introduction

Many natural systems exhibit regime shifts—rapid changes
in the state and conditions of system behavior. Examples
of such shifts include lake eutrophication (Carpenter et al.
1999), algal overgrowth of coral systems (Mumby et al.
2007), fishery collapse (Jackson et al. 2001), desertification
of grasslands (Kéfi et al. 2007), and rapid changes in climate
(Dakos et al. 2008; Lenton et al. 2009). Such dramatic shifts
have the potential to impact ecosystem health and human
well-being. Thus, it is important to develop strategies for
adaptation, mitigation, and avoidance of such shifts.

The idea that complex systems such as ecosystems could
change suddenly and without warning goes back to the
1960s (Lewontin 1969; Holling 1973; May 1977). Such
early work revealed that even simple models with the appro-
priate nonlinearities were capable of unpredictable behav-
ior. The only way to predict the transition was to have
the right model—and that meant having already had the

30



In physical systems, phase transitions 
provide a model

http://www.icmp.lviv.ua/ising/galam.html
Ising Model



• But many of the early-warning indicators 
suggested are characteristic of second-order 
phase transitions, though the transitions 
appear to be more like first-order

• Maybe these are not the right analogies



We have been trying to resolve this 
paradox

Phase Transitions and the Theory of Early
Warning Indicators for Critical Transitions

George I. Hagstrom and Simon A. Levin

Department of Ecology and Evolutionary Biology

Princeton University

Abstract

Critical transitions, or large changes in the state of a system after

a small change in the system’s external conditions or parameters, com-

monly occur in a wide variety of disciplines, from the biological and social

sciences to physics. Statistical physics first confronted the problem of

emergent phenomena such as critical transitions in the 1800s and 1900s,

culminating in the theory of phase transitions. However, although phase

transitions show a strong resemblance to critical transitions, the theo-

retical connections between the two sets of phenomena are tenuous at

best, and it would be advantageous to make them more concrete in or-

der to take advantage of the theoretical methods developed by physicists

to study phase transitions. Here we attempt to explicitly connect the

theory of critical transitions to phase transitions in physics. We initially

find something paradoxical, that many critical transitions closely resemble

first-order phase transitions, but that many of the early warning indicators

developed to anticipate critical transitions, such as critical slowing down or

increasing spatial correlations, occur instead in second-order phase transi-

tions. We attempt to reconcile these disparities by making the connection

with other phenomena associated with first-order phase transitions, such

as spinodal instabilities and metastable states.

1 Introduction

Revolutions and economic collapses are some of the most dramatic and impactful
historical events. They can occur with breathtaking speed such as the fall
of Socialist governments in Eastern Europe in 1989[14] or the Black Monday
stock market crash[20], and they often defy the expectations of both the general
public and experts, who did not foresee such sudden changes[13]. Although
exogenous shocks can play a role in triggering large-scale social or economic
collapse, in many cases no such shock exists and internal dynamics instead play
a dominant role[9]. Understanding how collective behavior manifests in regime
shifts and identifying precursors to such shifts remains an elusive challenge in
social science, economics, and complex systems.

1





Dimensional Reduction as an Early 
Warning Indicator of Transition

• Correlations in financial markets
• Housing market variations

James Watson and 
George Hagstrom

https://www.express.co.uk/news/science/81
9741/Wormholes-in-Milky-Way-galaxy-
interstellar



The importance of critical transitions 
in ecological systems raises 

management challenges

Source unknown



From a mathematical viewpoint

• Emergence and pattern formation
• Robustness and critical transitions
• Cooperation and collective intelligence



Public goods problems are widespread 
in socio-economic and ecological 

contexts

→

Patrick Semansky/AP

http://www.cancerresearchuk.org/

http://www.flickr.com/photos/sossaheluk/2701299788/in/photostream/


The Commons solution (Hardin, Ostrom)

“Mutual coercion, mutually agreed upon”
http://www.physics.ohio-state.edu/~wilkins

http://www.guardian.co.uk



How do such social norms become 
established

• What is the role of leadership?
• How is consensus achieved in democratic 

societies, under incomplete information?
• What is the role of the unopinionated?



Achieving consensus in animal groupsScience  (16Dec 2011)

Uninformed Individuals Promote
Democratic Consensus in Animal Groups
Iain D. Couzin,1* Christos C. Ioannou,1† Güven Demirel,2 Thilo Gross,2‡ Colin J. Torney,1
Andrew Hartnett,1 Larissa Conradt,3§ Simon A. Levin,1 Naomi E. Leonard4

Conflicting interests among group members are common when making collective decisions,
yet failure to achieve consensus can be costly. Under these circumstances individuals may be
susceptible to manipulation by a strongly opinionated, or extremist, minority. It has previously
been argued, for humans and animals, that social groups containing individuals who are
uninformed, or exhibit weak preferences, are particularly vulnerable to such manipulative agents.
Here, we use theory and experiment to demonstrate that, for a wide range of conditions, a strongly
opinionated minority can dictate group choice, but the presence of uninformed individuals
spontaneously inhibits this process, returning control to the numerical majority. Our results
emphasize the role of uninformed individuals in achieving democratic consensus amid internal
group conflict and informational constraints.

Social organisms must often achieve a
consensus to obtain the benefits of group
living and to avoid the costs of indecision

(1–12). In some societies, notably those of eu-
social insects,making consensus decisions is often
a unitary, conflict-free process because the close
relatedness among individuals means that they
typically share preferences (11). However, in other
social animals, such as schooling fish, flocking
birds, herding ungulates, and humans, individual
group members may be of low relatedness; thus,
self-interest can play an important role in group
decisions. Reaching a consensus decision, there-
fore, frequently depends on individuals resolving
complex conflicts of interest (1–11, 13, 14).

There are several means of achieving group
consensus. In some cases, decisions made by one
or only a small proportion of the group dictate the
behavior of the entire group (4–6, 13, 14). There-
fore, a minority, or even a single individual, has
the potential to control or exploit the majority,
achieving substantial gains at the expense of
other groupmembers (1–6, 9, 10, 14). In contrast,
consensus can also be reached through demo-
cratic means, with fair representation and an out-
come determined by a plurality. Democratic
decisions tend to be more moderate, minimiz-
ing group consensus costs, particularly in large
animal groups (3). However, in the absence of
established procedures such as voting (8), it is
unclear how equal representation is enforced.

Consequently, for both human societies
(1, 2, 6, 9, 10, 14) and group-living animals
(6, 13), it has been argued that group decisions
can be subject to manipulation by a self-interested
and opinionated minority. In particular, previous
work suggests that groups containing individu-
als who are uninformed, or naïve, about the de-
cision being made are particularly vulnerable to
such manipulation (2, 9, 10, 13). Under this view,
uninformed individuals destabilize the capacity
for collective intelligence in groups (10, 14), with
poorly informed individuals potentially facilitat-
ing the establishment of extremist opinions in
populations (9, 14).

Here, we address the question of whether
and, if so, under which conditions a self-interested
and strongly opinionated minority can exert its
influence on groupmovement decisions.We show

that uninformed individuals (defined as those
who lack a preference or are uninformed about
the features on which the collective decision is
being made) play a central role in achieving dem-
ocratic consensus.

We use a spatially explicit computational
model of animal groups (15) that makes minimal
assumptions regarding the capabilities of indi-
vidual group members; they are assumed to
avoid collisions with others and otherwise exhibit
the capacity to be attracted toward, and to align
direction of travel with, near neighbors (5, 16).
We investigate the case of consensus decision-
making regarding a choice to move to one of two
discrete targets in space (thus, the options are
mutually exclusive).

The direction and strength of an individual’s
preference are encoded in a vector term w⇀ (di-
rected toward the individual’s preferred target).
Higher scalar values of w (equivalent to the
length of thew⇀ vector,w≡ |w⇀ |) represent a greater
conviction in, or strength of, individual preference
to move in the direction of the target and, thus,
also represent greater intransigence to social in-
fluence (5).We explore the case where there are
two subpopulations within the group—N1 and
N2, respectively—that have different preferred
targets. Because we are interested in determining
whether a minority can exploit a majority, we set
N1 > N2 for the simulation. The strengths of the
preference of the numerical majority and minor-
ity are represented by their respective w values,
w1 and w2. See (15) for details.

If the strength of the majority preference (w1)
is equal to or stronger than the minority pref-
erence (w2), the group has a high probability of
reaching the majority-preferred target (Fig. 1A)
(5). Yet increasing w2 (beyond w1) can result

1Department of Ecology and Evolutionary Biology, Princeton
University, Princeton, NJ 08544, USA. 2Max Planck Institute for
Physics of Complex Systems, Nöthnitzer Strasse, 01187Dresden,
Germany. 3School of Life Sciences, John Maynard Smith Build-
ing, University of Sussex, Falmer, Brighton BN1 9QG, UK. 4De-
partment of Mechanical and Aerospace Engineering, Princeton
University, Princeton, NJ 08544, USA.

*To whom correspondence should be addressed. E-mail:
icouzin@princeton.edu
†Present address: School of Biological Sciences, University
of Bristol, Woodland Road, Bristol BS8 1UG, UK.
‡Present address: Merchant Venturers School of Engineer-
ing, University of Bristol, Bristol BS8 1UB, UK.
§Present address: Department of Zoology, Downing Street,
University of Cambridge, Cambridge CB2 3EU, UK.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 10 20 30 40 50 60 70 80 90 100

0.36

0.38

0.4

0.42

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.3 0.35 0.4 0.45 0.5

0.36

2
0.38
0.40
0.42

P
ro

p
o

rt
io

n
 o

f 
g

ro
u

p
s 

th
a

t 
re

a
ch

e
d

 th
e

 m
a

jo
ri
ty

 t
a

rg
e

t

A B

Strength of minority preference, 2 Number of uninformed individuals, N3

P
ro

p
o

rt
io

n
 o

f 
g

ro
u

p
s 

th
a

t 
re

a
ch

e
d
 th

e
 m

a
jo

ri
ty

 t
a
rg

e
t

Fig. 1. Spatial simulation of consensus decision-making in which individuals’ preferred direction,
weighted by their respective w (see main text), is directed toward their preferred target. (A) w1 = 0.3.
All individuals are informed with majority N1 = 6 and minority N2 = 5. As the minority increases its
preference strength, w2, it increasingly controls group motion. (B) In the presence of sufficient
uninformed individuals, the minority can no longer exploit the majority by increasing w2 (see fig. S2
for other values of N1 and N2). The ratio of the majority to all informed, N1/(N1 + N2), is shown as a
horizontal gray dashed line. The proportion reaching the majority target is calculated as the number of
times (from 20,000 replicates) the majority-preferred target is reached divided by the number of times
a (minority or majority) target was reached (i.e., only consensus decisions were evaluated; splitting was
infrequent; see fig. S5). w1 = 0.3. See (15) for details.
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Similar conclusions emerge from 
multiple angles

• Experimental studies with fish
• Simulation and analytical models of 

movement
• Models of human collective decision-

making

42
Young-Jun Son, Leon Zhao, Keith Provan and Brian McGough

http://www.sie.arizona.edu/human-decision-making-and-social-behavior

http://www.sie.arizona.edu/faculty/son/


Unopinionated individuals aid 
consensus

http://motherjones.com/kevin-drum
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Conclusions

• Public goods and common pool resource 
problems represent fundamental challenges in 
economics and in evolutionary biology

• Collective action can emerge from local 
interactions

• Multiple scales: Collective decisions can impose 
“mutual coercion, mutually agreed upon”

• Linking these is key to understanding the 
management of the Commons



We need cooperation and collective 
intelligence
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Collective intelligence as a public good

Naomi Ehrich Leonard
Department of Mechanical & Aerospace Engineering, Princeton University, USA

Simon A Levin
Department of Ecology & Evolutionary Biology, Princeton University, USA

Abstract
We discuss measures of collective intelligence in evolved and designed self-organizing ensembles, defining collective
intelligence in terms of the benefits to be gained through the exchange of information and other resources, as well as
through coordination or cooperation, in the interests of a public good. These benefits can be numerous, from estimating a
hard-to-observe cue to efficiently searching for resource. The measures should also account for costs to individuals, such as
in attention or energy, and trade-offs for the ensemble, such as the flexibility to respond to an important change in the
environment versus stability that is robust to unimportant variability. When there is a tension between the interests of the
individual and those of the group, game-theoretic considerations may affect the level of collective intelligence that can be
achieved. Models of individual rules that yield collective dynamics with multi-stable solutions provide a means to examine
and shape collective intelligence in evolved and designed systems.

Keywords
Collective intelligence, cooperation, selection, emergence, self-organization, nonlinear dynamics, multi-stability, decision-
making, multi-robot systems

Introduction

Ensembles of individual units, in general, have the capacity
to perform better in a variety of ways than individuals on
their own, in part because individuals can share information
and other resources, they can coordinate or collaborate on
activities, and/or they have the potential for differentiation
of function, any or all of which can be leveraged in the
production or maintenance of a public good. However, for
these opportunities to be leveraged in the service of a public
good, the associated trade-offs that come from competing
demands, their costs, and the limitations of individuals,
must be well managed. Importantly, if the interests of the
individual and the ensemble are in tension, the ability of the

ensemble to maintain a public good will depend on the
ability of the individuals to cooperate.

A suitable measure of collective intelligence is thus the
difference in performance between what can be achieved by
the ensemble, and what can be achieved by individuals on their
own,when there is an accounting for the relevant trade-offs and
tensions. This measure could be the difference between all or
nothing if the emergent functionality of the ensemble is absent
for individuals, as in the case of cognition or the collective
transport of an object too large for an individual to carry alone.
Or it could be the difference in level of achievement, such as
how frequently a threat is correctly identified, or a resource is
successfully discovered, when individuals have limited sensing
and the environment is uncertain.
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Email: slevin@princeton.edu
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reproduction and distribution of the work without further permission provided the original work is attributed as specified on the
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However, political polarization is on the increase 
and threatens democratic governance
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Overview 
Republicans and Democrats are more divided along ideological lines – and partisan antipathy is 
deeper and more extensive – than at any point in the last two decades. These trends manifest 
themselves in myriad ways, both in politics and in everyday life. And a new survey of 10,000 adults 
nationwide finds that these divisions are greatest among those who are the most engaged and 
active in the political process. 

The overall share of Americans who express consistently conservative or consistently liberal 
opinions has doubled over the past two decades from 10% to 21%. And ideological thinking is now 
much more closely aligned with partisanship than in the past. As a result, ideological overlap 
between the two parties has diminished: Today, 92% of Republicans are to the right of the median 
Democrat, and 94% of Democrats are to the left of the median Republican. 

Partisan animosity has increased substantially over the same period. In each party, the share with 
a highly negative view of the opposing party has more than doubled since 1994. Most of these  

Democrats and Republicans More Ideologically Divided than in the Past 
Distribution of Democrats and Republicans on a 10-item scale of political values 

 Source: 2014 Political Polarization in the American Public 
Notes: Ideological consistency based on a scale of 10 political values questions (see Appendix A).The blue area in this chart represents the 
ideological distribution of Democrats; the red area of Republicans. The overlap of these two distributions is shaded purple. Republicans 
include Republican-leaning independents; Democrats include Democratic-leaning independents (see Appendix B). See the online edition of 
this report for an animated version of this graphic.  

PEW RESEARCH CENTER 
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The dynamics of political polarization
Simon A. Levina,1 , Helen V. Milnerb , and Charles Perringsc

A number of trends in national and international
politics greatly affect our capacity to achieve the
cooperation that will be necessary to address the
challenges facing society over the coming decades.
These involve the interplay among partisanship and
party loyalties within countries, populism, and polari-
zation within and among nations. The trends are
widespread and seem to be reshaping politics
across the globe. They are inherently systems-level
phenomena, involving interactions among multiple
component parts and the emergence of broader-
scale features; yet, they have been inadequately
explored from that perspective.

To make progress in understanding these issues,
political-science research stands to benefit from
insights from other disciplines, including evolutionary
biology, systems science, and the disciplines con-
cerned with the fair and efficient provision of public
goods of all kinds, but especially those affecting the
shared environment and public health. These other
disciplines, in turn, stand to gain equally from the per-
spective developed in political science. In viewing
political systems as complex adaptive systems, we can
gain a new understanding of the forces that shape
current trends, and how that knowledge might affect
governance strategies going forward. Extreme polari-
zation is a dangerous phenomenon that requires
greater scientific attention to address effectively.

This Special Feature of PNAS draws on this rela-
tively new interdisciplinary field, featuring original
joint research from collaborating political scientists
and complex systems theorists. Each paper is a true
partnership among the different disciplines and illus-
trates the benefits of closer ties between complex
systems and social science. The papers explore the
emergence of patterns and structures in societies
and the linkages among individual behaviors and
societal benefits across scales of space, time, and
organizational complexity. The COVID-19 pandemic
provides the most recent examples of how patterns
of polarization in societies interact with our abilities
to solve societal challenges.

The main goal of the Special Feature is to deepen
our understanding of the dynamics of political polari-
zation and related trends, and especially the interplay
among these processes at multiple scales, from the
local to the international. The papers cover many dif-
ferent aspects of this issue and do so from different
systems-level perspectives, providing a broad view of
the problem. The papers explore the impact of infor-
mation flow networks, the diverse nature of national
governance systems, the role of the media, and the
dynamics of party sorting. They pose a number of key
questions. Do the dynamics of such systems follow a
natural progression of polarization and collapse, simi-
lar to Schumpeter’s economic theories (1)? How do
migration, globalization, and new technologies, such
as the internet, affect the trends? Does an extension
of Duverger’s Law (2) foreshadow a natural tendency
toward polarization in nations with two-party systems,
like that in the United States, undercutting Madison’s
dream (3)? Duverger’s Law argues that a system like
that of the United States, based on a plurality rule on
a single ballot, will lead to a two-party system, while
Madison hoped for a system that would “break and
control the violence of faction” (3).

The Special Feature arose from a series of work-
shops in which the issues were aired, collaborations
were developed, and earlier versions of the papers
received constructive feedback. It became clear
from those discussions that even the definition of
polarization has manifold aspects, that some degree
of polarization is likely healthy in sharpening issue
differences in any society, and that there have been
historical fluctuations in polarization at all levels,
within and among nations and peoples. What is
clear, though, is that it is essential to understand the
causes and consequences of polarization if we are to
deal with regional, national, and global problems
that we will face in the coming years.

The Special Feature includes 11 individual
articles, incorporating both novel research and Per-
spectives. In addition, Jenna Bednar (4) provides a
Perspective embedding the contributions within the

aDepartment of Ecology and Evolutionary Biology, Princeton University, Princeton, NJ 08544; bPrinceton School of Public and International
Affairs, Princeton University, Princeton, NJ 08544; and cSchool of Life Sciences, Arizona State University, Tempe, AZ 85287
Author contributions: S.A.L., H.V.M., and C.P. designed research, performed research, and wrote the paper.
The authors declare no competing interest.
Published under the PNAS license.
1To whom correspondence may be addressed. Email: slevin@princeton.edu.
Published December 6, 2021.

PNAS 2021 Vol. 118 No. 50 e2116950118 https://doi.org/10.1073/pnas.2116950118 j 1 of 4
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The nonlinear feedback dynamics of asymmetric
political polarization
Naomi Ehrich Leonarda,1,2 , Keena Lipsitzb,1,2 , Anastasia Bizyaevaa , Alessio Francic , Yphtach Lelkesd

aDepartment of Mechanical and Aerospace Engineering, Princeton University, Princeton, NJ 08544; bDepartment of Political Science, Queens College and The
Graduate Center, City University of New York, Flushing, NY 11367; cDepartment of Mathematics, National Autonomous University of Mexico, 04510Mexico
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Using a general model of opinion dynamics, we conduct a system-
atic investigation of key mechanisms driving elite polarization in
the United States. We demonstrate that the self-reinforcing
nature of elite-level processes can explain this polarization, with
voter preferences accounting for its asymmetric nature. Our anal-
ysis suggests that subtle differences in the frequency and ampli-
tude with which public opinion shifts left and right over time
may have a differential effect on the self-reinforcing processes of
elites, causing Republicans to polarize more quickly than Demo-
crats. We find that as self-reinforcement approaches a critical
threshold, polarization speeds up. Republicans appear to have
crossed that threshold while Democrats are currently approach-
ing it.

political polarization j nonlinear dynamics j political elites j public opinion j
bifurcations

American policymakers are more polarized today than any
time since the end of the Civil War. After a period of

bipartisanship following World War II, Republican and Demo-
cratic political elites, typically defined as legislators and other
elected officials, diverged dramatically. The resulting polariza-
tion threatens the long-term stability of America and “has trig-
gered the epidemic of norm breaking that now challenges our
democracy” (ref. 1, p. 204).

Despite clear evidence of its existence, explanations for polari-
zation, such as changes to the media environment, interest group
influence, and institutional factors, are often presented in a
piecemeal fashion. We offer a unified model of mass and elite
polarization that subsumes many of these explanations. In partic-
ular, we focus on two elite-level positive feedback mechanisms
underpinning polarization: party self-reinforcement and reflexive
partisanship. Party self-reinforcement involves sources of elite
polarization being driven themselves by the polarization they
create. Elites engage in reflexive partisanship when they support
policies simply because the other side opposes them (2). We
show that the former is more consistent with historical trends in
elite polarization than the latter. In addition, we demonstrate
that thermostatic input from voters drives temporal and asym-
metric aspects of these polarization dynamics. Doing so demon-
strates that elite polarization is not, in fact, “disconnected” from
public opinion (3).

We use our model as a testbed to examine processes
co-occurring in a two-party democratic system between elites,
as well as between elites and citizens, and to explore the tem-
poral aspects of these processes. The model is parsimonious,
and thus analytically tractable, allowing us to focus in a princi-
pled way on the essential mechanisms that drive the complex
process of polarization. We use the model to systematically
test and compare hypotheses and rule out those hypotheses
that yield temporal dynamics that are inconsistent with histor-
ical data.

Subsequently, we offer several contributions to the polariza-
tion literature. First, we find that, among the possible explana-
tions examined here, polarization can be best explained by a

positive feedback mechanism, which, by definition, yields a pat-
tern of increasing returns (4). Positive feedback amplifies varia-
tions in ideological position while negative feedback attenuates
variations in ideological position. As positive feedback grows, it
can reach a critical threshold at which point amplifying and
attenuating effects are balanced. When positive feedback, in the
form of party self-reinforcement or reflexive partisanship, crosses
that threshold, then ideological positions can rapidly become
extreme. Second, we find that elite-level self-reinforcement can
explain polarization in the United States. The asymmetry in the
polarization comes from asymmetry in self-reinforcement driven
by the dynamics of policy mood—an aggregate measure of the
public’s ideology—wherein voters shift more frequently and for
a longer duration to the right than to the left. Third, we rule out
reflexive partisanship as a dominant mechanism since it does not
explain asymmetric polarization even when driven by policy
mood. The fact that reflexive partisanship is a mutual response
undermines its asymmetric effect. Relatedly, we also demon-
strate that the breakdown in norms of bipartisanship, i.e., the
inverse of reflexive partisanship, cannot account for the rise of
asymmetric polarization. Fourth, we rule out the (null) hypothe-
sis that elites are merely responding to policy mood without a
positive feedback mechanism.

Significance

Political polarization threatens democracy in America. This
article helps us illuminate what drives it, as well as what
factors account for its asymmetric nature. In particular, we
focus on positive feedback among members of Congress as
the key mechanism of polarization. We show how public
opinion, which responds to the laws legislators make, in
turn drives the feedback dynamics of political elites. Specifi-
cally, we find that voters’ “policy mood,” i.e., whether pub-
lic opinion leans in a more liberal or conservative direction,
drives asymmetries in elite polarization over time. Our
model also demonstrates that once self-reinforcing pro-
cesses among elites reach a critical threshold, polarization
rapidly accelerates. By tying together elite and voter
dynamics, this paper presents a unified theory of political
polarization.
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A.F., and Y.L. wrote the paper; and N.E.L. and K.L. conceived the paper.
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Scientific consensus is strong on many 
core environmental issues

Robert Rohde, for Global Warming Art

http://www.globalwarmingart.com/


But adequate action to address them 
has been lacking

• Primary limitations to solutions not 
scientific knowledge, but rather 

• Willingness of people and governments 
to commit to the common good

• And  to cooperate in finding solutions 
that benefit all

www.edie.net
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•

•

https://today.yougov.com/topics/international/articles-reports/2020/03/17/fear-catching-covid-19

Cultural  and Political  Influences are Crucial 

Current work with Luojun Yang, Joergen Weibull, Kaushik Basu, 
Avinash Dixit, others



Social norms are key
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limate change, biodiversity loss, an-

tibiotic resistance, and other global 

challenges pose major collective ac-

tion problems: A group benefits from 

a certain action, but no individual 

has sufficient incentive to act alone. 

Formal institutions, e.g., laws and treaties, 

have helped address issues like ozone deple-

tion, lead pollution, and acid rain. However, 

formal institutions are not always able to 

enforce collectively desirable outcomes. In 

such cases, informal institutions, such as 

social norms, can be important. If condi-

tions are right, policy can support social 

norm changes, helping address even global 

problems. To judge when this is realistic, 

and what role policy can play, we discuss 

three crucial questions: Is a tipping point 

likely to exist, such that vicious cycles of so-

cially damaging behavior can potentially be 

turned into virtuous ones? Can policy create 

tipping points where none exist? Can policy 

push the system past the tipping point?

In small groups, social norms can facilitate 

cooperation (1). Solutions can be specific to 

context (e.g., small-scale irrigated rice pad-

dies in Nepal) and local in nature. Yet social 

norms can affect behavior on larger scales, 

e.g., cessation of smoking in public places (2, 

3), abandonment of foot-binding in China (4),  

and changed fertility norms (4)—all striking 

large-scale transformations of social (dis)ap-

proval and behavior.

 The concept of social norms varies across 

disciplines [e.g., psychology (5) and econom-

ics (4)] and that creates an obstacle to in-

terdisciplinary communication. We define a 

social norm as a predominant behavioral pat-

tern within a group, supported by a shared 

understanding of acceptable actions and sus-

tained through social interactions within that 

group (1). We focus on recurrent behavioral 

patterns that are widely conformed to but 

are also widely perceived as the right thing 

to do. Social feedback helps make norms self-

reinforcing and thus stable.

When norms do change, however, that 

can happen abruptly. Ecologists have de-

veloped a thorough understanding of tip-

ping points—and the role feedbacks play 

in crossing them—that is highly relevant 

to understanding social norm changes (6). 

Here, we try to integrate these views.

IS THERE A TIPPING POINT?

For vicious and virtuous behavioral cycles 

to arise, people must be more willing to 

choose a behavior the more widespread it 

is. The tipping point is where a vicious cy-

cle turns into a virtuous one, or vice versa. 

Social, economic, and technical factors of-

ten invoke a need for people to coordinate 

their behavior. Striking cases are provided 

by network externalities, in which a good’s 

value to the individual increases with the 

frequency of others consuming that same 

type of good. For example, if few own elec-

tric cars, charging stations are rare and few 

will buy electric cars; if most cars are elec-

tric, gas stations are rare, and few buy gas-

fueled cars.

Similar coordination benefits occur in 

social life. Diet variation across countries 

cannot be fully explained by prices, in-

comes, and nutrition content (7); it appears 

that other forces, like norms, are involved. 

Differing diets make cooking shared meals 

cumbersome. If people tend to prefer the 

foods they are used to, sticking to the most 

common diet is convenient. The availabil-

ity and quality of particular foods in stores 

and restaurants may increase with demand. 

Hence, if a less meat-intensive diet became 

the norm, individuals might conform partly 

owing to social pressure or a wish to be en-

vironmentally friendly; but a primary mo-

tive may simply be to enjoy pleasant and 

convenient joint meals.

When behavior is easily observable (e.g., 

smoking), social sanctioning can create 

tipping points. If norm followers sanction 

norm violators, the social sanctioning of 

violators increases as the share of follow-

ers grows (2). Other mechanisms inducing 

people to act like others include conditional 

cooperation—an often observed willingness 

to cooperate more when others cooperate 

more (8)—and social learning of personal 

moral responsibility through observing the 

behavior of others (9).

Social, economic, and other feedbacks 

can be intertwined and hard to disen-

tangle. What matters for behavior is their 

combined effect. For example, recycling 

of household waste with curbside collec-

tion requires little cost and effort and is 

easily observable by neighbors. A modest 

social feedback, like conformity, may thus 

suffice to create a tipping point. In other 

cases, counteracting factors dominate: 

Misuse of antibiotics is not easily observed 

by peers, and perceived medical benefits 

can be substantial. Firms’ and individuals’ 

greenhouse gas emissions originate from 

a plethora of actions; many of which are 

COLLECTIVE ACTION

Social norms as solutions
Policies may influence large-scale behavioral tipping

By Karine Nyborg, John M. Anderies, Astrid Dannenberg, Therese Lindahl, Caroline Schill, 

Maja Schlüter, W. Neil Adger, Kenneth J. Arrow, Scott Barrett, Stephen Carpenter, F. Stuart 

Chapin III, Anne-Sophie Crépin, Gretchen Daily, Paul Ehrlich, Carl Folke, Wander Jager, 

Nils Kautsky, Simon A. Levin, Ole Jacob Madsen, Stephen Polasky, Marten Scheffer, Brian 

Walker, Elke U. Weber, James Wilen, Anastasios Xepapadeas, Aart de Zeeuw

See supplementary materials for author affiliations. Email: 
karine.nyborg@econ.uio.no

P O L I C Y  F O RU M

INSIGHTS

Published by AAAS

 o
n 

O
ct

ob
er

 7
, 2

01
6

ht
tp

://
sc

ie
nc

e.
sc

ie
nc

em
ag

.o
rg

/
D

ow
nl

oa
de

d 
fro

m
 



Social norms can change rapidly

• Attitudes towards 
– Foot binding
– Smoking in public places
– Racial equality
– Gender equality
– Climate change
– Pandemic?

http://message.snop
es.com
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Over the past century and a 
half, we have made enormous 
progress in assembling 

a coherent picture of genetic 
evolution—that is, changes in the pools 
of genetic information possessed by 
populations, the genetic differentiation 
of populations (speciation) (see 
summaries in [1,2]), and the 
application of that understanding to 
the physical evolution of Homo sapiens 
and its forebears ([3]; e.g., [4,5]). But 
human beings, in addition to being 
products of biological evolution, are—
vastly more than any other organisms—
also products of a process of “cultural 
evolution.” Cultural evolution 
consists of changes in the nongenetic 
information stored in brains, stories, 
songs, books, computer disks, and 
the like. Despite some important fi rst 
steps, no integrated picture of the 
process of cultural evolution that has 
the explanatory power of the theory of 
genetic evolution has yet emerged. 

Much of the effort to examine 
cultural evolution has focused on 
interactions of the genetic and cultural 
processes (e.g., [6], see also references 
in [7]). This focus, however, provides 
a sometimes misleading perspective, 
since most of the behavior of our 
species that is of interest to policy 
makers is a product of the portion 
of cultural evolution [8] that occurs 
so rapidly that genetic change is 
irrelevant. There is a long-recognized 
need both to understand the process 
of human cultural evolution per se 
and to fi nd ways of altering its course 
(an operation in which institutions 
as diverse as schools, prisons, and 
governments have long been engaged). 
In a world threatened by weapons 
of mass destruction and escalating 
environmental deterioration, the need 
to change our behavior to avoid a 
global collapse [9] has become urgent. 
A clear understanding of how cultural 
changes interact with individual actions 
is central to informing democratically 

and humanely guided efforts to 
infl uence cultural evolution. While 
most of the effort to understand that 
evolution has come from the social 
sciences, biologists have also struggled 
with the issue (e.g., p. 285 of [10], 
[11–16], and p. 62 of [17]). We argue 
that biologists and social scientists 
need one another and must collectively 
direct more of their attention to 
understanding how social norms 
develop and change. Therefore, we 
offer this review of the challenge in 
order to emphasize its multidisciplinary 
dimensions and thereby to recruit a 
broader mixture of scientists into a 
more integrated effort to develop a 
theory of change in social norms—and, 
eventually, cultural evolution as a 
whole.

What Are the Relevant Units 
of Culture?
Norms (within this paper understood 
to include conventions or customs) 
are representative or typical patterns 
and rules of behavior in a human 
group [18], often supported by legal 
or other sanctions. Those sanctions, 
norms in themselves, have been 
called “metanorms” when failure to 
enforce them is punished [17,19,20]. 
In our (liberal) usage, norms are 
standard or ideal behaviors “typical” 
of groups. Whether these indeed 
represent the average behaviors 
of individuals in the groups is an 
open question, and depends on 
levels of conformity. Conformity or 
nonconformity with these norms 
are attributes of individuals, and, 
of course, heterogeneity in those 
attributes is important to how norms 
evolve. Norms and metanorms 
provide a cultural “stickiness” (p. 10 
of [21]) or viscosity that can help 
sustain adaptive behavior and retard 
detrimental changes, but that equally 
can inhibit the introduction and spread 
of benefi cial ones. It is in altering 
normative attitudes that changes can be 
implemented.

Here, we review the daunting 
problem of understanding how norms 
change, discuss some basic issues, 

argue that progress will depend on 
the development of a comprehensive 
quantitative theory of the initiation 
and spread of norms (and ultimately 
all elements of culture), and introduce 
some preliminary models that 
examine the spread of norms in space 
or on social networks. Most models 
of complex systems are meant to 
extract signal from noise, suppressing 
extraneous detail and thereby allowing 
an examination of the infl uence of 
the dominant forces that drive the 
dynamics of pattern and process. To 
this end, models necessarily introduce 
some extreme simplifying assumptions. 

Early attempts to model cultural 
evolution have searched for parallels 
of the population genetic models used 
to analyze genetic evolution. A popular 
analogy, both tempting and facile, has 
been that there are cultural analogues 
of genes, termed “memes” [22,23], 
which function as replicable cultural 
units. Memes can be ideas, behaviors, 
patterns, units of information, and 
so on. But the differences between 
genes and memes makes the analogy 
inappropriate, and “memetics” has 
not led to real understanding of 
cultural evolution. Genes are relatively 
stable, mutating rarely, and those 
changes that do occur usually result in 
nonfunctional products. In contrast, 
memes are extremely mutable, often 
transforming considerably with each 
transmission. Among humans, genes 
can only pass unidirectionally from 
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A Polycentric Approach for Coping with Climate Change

Elinor Ostrom

Indiana University

This paper proposes an alternative approach to addressing the complex
problems of climate change caused by greenhouse gas emissions. The author,
who won the 2009 Nobel Prize in Economic Sciences, argues that single poli-
cies adopted only at a global scale are unlikely to generate su�cient trust
among citizens and firms so that collective action can take place in a compre-
hensive and transparent manner that will e↵ectively reduce global warming.
Furthermore, simply recommending a single governmental unit to solve global
collective action problems is inherently weak because of free-rider problems.
For example, the Carbon Development Mechanism (CDM) can be ‘gamed’ in
ways that hike up prices of natural resources and in some cases can lead to
further natural resource exploitation. Some flaws are also noticeable in the
Reducing Emissions from Deforestation and Forest Degradation in Developing
Countries (REDD) program. Both the CDM and REDD are vulnerable to
the free-rider problem. As an alternative, the paper proposes a polycentric
approach at various levels with active oversight of local, regional, and national
stakeholders. E↵orts to reduce global greenhouse gas emissions are a classic
collective action problem that is best addressed at multiple scales and lev-
els. Given the slowness and conflict involved in achieving a global solution
to climate change, recognizing the potential for building a more e↵ective way
of reducing green house gas emissions at multiple levels is an important step
forward. A polycentric approach has the main advantage of encouraging ex-
perimental e↵orts at multiple levels, leading to the development of methods
for assessing the benefits and costs of particular strategies adopted in one type
of ecosystem and compared to results obtained in other ecosystems. Build-
ing a strong commitment to find ways of reducing individual emissions is an
important element for coping with this problem, and having others also take
responsibility can be more e↵ectively undertaken in small- to medium-scale
governance units that are linked together through information networks and
monitoring at all levels. This paper was prepared as a background paper for
the 2010 World Development Report on Climate Change.

1. THE CHALLENGE OF CLIMATE CHANGE

Richard Meserve, President of the Carnegie Institution of Washington
and former Chairman of the U.S. Nuclear Regulatory Commission, opened
a panel on Global Change at the October 7, 2007, Stated Meeting of the
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Tilman-Dixit- Levin
Prosociality and multiple 

groups
Localized Pro-Social Preferences, Public Goods and

Common-Pool Resources

Andrew Tilman, Avinash Dixit, and Simon Levin

June 11, 2018

Abstract

The presence of pro-social preferences is thought to reduce significantly the difficulty

of solving our societal collective action problems such as providing public goods (or

reducing public bads). However, pro-sociality is often limited to members of an in-

group. We present a general theoretical model where society is split into subgroups and

people care more about the welfare of others within their own subgroup than they do

about others. Additionally, individual contributions to the public good spill over and

benefit members in each group to some degree. We then consider special cases of our

general model under which we can examine the consequences of localized pro-sociality

for the economic outcomes of society as a whole. We find that relative public-good

provision can be either a concave or a convex function of the level of pro-sociality. The

former arises when public and private efforts are poor substitutes, and in that case even

low levels of pro-sociality can lead to public-goods provision near the social optimum.

1 Introduction and motivation1

As the world becomes more interconnected, we increasingly are faced with problems of the2

Commons and their governance (Hardin, 1968; Ostrom, 1990; Levin, 1999). Individuals and3

nations withdraw water, fish and other resources from a finite pool; overuse of antibiotics4

erodes their effectiveness (Smith et al., 2005); and the emission of pollutants and greenhouse5

gases fouls the atmosphere. In most such situations, individual incentives are insufficient6

to restrain usage of finite resources and sustain public goods in the Commons; governments7

must find ways to change the incentive structure to overcome the tendency to overexploit.8

The task may be easier in smaller societies, where pro-social preferences may play a greater9

1
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Tilman-Dixit-Levin:
Multiple groups

€ 

61

Individual utility:

where 
Zg is the public pool in group g, 
  including leakage from other groups
ϒ is prosociality within group
x, z are private and public effort
Also  consider fixed budget

vgi = y(xgi,Zg)− (k / 2)(xgi+ zgi)2 +γg y(xgk
k≠i∑ ,Zg)



• Prosociality facilitates cooperation
• Local prosociality with leakage of benefits can 

lead to global cooperation
• Prosociality can be selected for because it 

leave offspring with better life
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The Puzzle of Prosociality∗

Herbert Gintis

October 10, 2001

Abstract

How is cooperation among large numbers of unrelated individuals sus-
tained? Cooperation generally requires altruism, where individuals take ac-
tions that are group-beneficial but personally costly. Why do selfish agents
not drive out altruistic behavior? This is the puzzle of prosociality.

Altruism is supported by culture. Sociology treats culture as a set of
norms that are transmitted by socialization institutions and internalized by
individuals. Altruism, in this approach, is thus sustained by the internalization
of norms. Biology treats culture as knowledge that is passed to children
from parents (vertical transmission), from other prominent adults (oblique
transmission), and from peers (horizontal transmission), such that individuals
with higher payoffs have a higher level of biological fitness, leading norms
to follow a dynamic of Darwinian selection. Altruism, in this approach, can
be sustained only if group selection is feasible, which it rarely is. Economics
uses evolutionary game theory to model culture as strategies deployed in social
interaction that evolve according to a replicator dynamic, in which individuals
shift from lower to higher payoff norms. In this approach, altruism cannot
be sustained, but cooperation is possible with repeated interactions and a
sufficiently low discount rate. This paper integrates these approaches and
shows that altruism, as well as norms that reduce both individual and group
payoffs, can be supported in a stable equilibrium.

1 Introduction

How is cooperation among large numbers of unrelated individuals sustained in
human societies? Cooperation generally requires altruism, where individuals take

∗Department of Economics, University of Massachusetts, Amherst, hgintis@mediaone.net,
http://www-unix.oit.umass.edu/ g̃intis. Presented at the Santa Fe Institute, October 17, 2001, based
on research done in conjunction with the on-going SFI workshop on the co-evolution of behaviors
and institutions. I would like to thank Samuel Bowles, Ernst Fehr, and Eric Alden Smith for helpful
comments, and the John D. and Catherine T. MacArthur Foundation for financial support.
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Prosociality can emerge endogenously



Conclusions

• At all levels, mathematical thinking can 
address the fundamental problems of complex 
adaptive systems

• Unifying disciplines, and transferring 
successes in one discipline to another

• This was Wilson’s definition of consilience
• And NSF’s definition of “convergence” 
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